
Chapter

Plasmonic Excitations in Carbon
Nanotubes: PIC Simulations vs
Hydrodynamic Model
Pablo Martín-Luna, Alexandre Bonatto, Cristian Bontoiu,
Guoxing Xia and Javier Resta-López

Abstract

Charged particles traveling along a carbon nanotube (CNT) may produce the
collective oscillation of the free electrons within the cylindrical graphene shell that
makes up the nanotube wall. The associated electromagnetic modes (called plasmonic
modes) are a potential candidate to achieve ultra-high accelerating gradients for
particle acceleration. The plasmonic excitations can be studied by particle simulations
and with analytical models. In this chapter, we firstly review different works that
employ particle-in-cell (PIC) codes to simulate plasmonic excitations in carbon
nanostructures. Then, the linearized hydrodynamic model is presented to analytically
describe the plasmonic modes excited by a localized point-like charge propagating
along a single-walled nanotube. In this model, the free electron gas at the nanotube
wall is treated as a plasma, which satisfies the linearized continuity and momentum
equations with specific solid-state properties. Finally, we compare the plasmonic
excitations obtained using the hydrodynamic model with those from Fourier-Bessel
PIC (FBPIC) simulations. A comprehensive analysis is conducted to examine similar-
ities, differences, and limitations of both methods. This research offers an insightful
viewpoint on the potential use of CNTs to enhance particle acceleration techniques,
paving the way for future progress in high-energy physics and related fields.

Keywords: carbon nanotubes (CNTs), particle-in-cell (PIC) simulations, linearized
hydrodynamic model, wakefield excitation, plasmonics, particle acceleration

1. Introduction

Particle accelerators play a crucial role in various domains, such as scientific
research, industry, and national security. They have enabled cutting-edge research in
high-energy physics for over half a century and are essential in synchrotron radiation
and free electron lasers. Furthermore, they are widely used for medical applications,
for example, in radiotherapy and hadrontherapy for cancer treatments. However, the
conventional accelerators based on the radio frequency (RF) technology are limited
to gradients in the order of 100 MV/m due to surface RF breakdown [1, 2]. For this
reason, several alternative solutions are currently explored to overcome the
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limitation, such as dielectric laser or wakefield accelerators [3–6] and plasma-based
accelerators [7–10].

In the 1980s and 1990s, Tajima et al. [11–13] proposed solid-state wakefield accel-
eration using the ion lattice of crystals as a potential technique to achieve acceleration
gradients of several TV/m. In this technique, X-rays or charged particle bunches may
be able to excite longitudinal wakefields while traveling along the crystal. However,
the angstrom-sized channels in natural crystals impose limitations on beam intensity
acceptance and dechanneling rates. These challenges need to be addressed to fully
realize the potential of solid-state wakefield acceleration using crystals.

In this context, carbon nanotubes (CNTs) represent a potential candidate for
obtaining ultra-high gradients. CNTs can display either metallic or semiconductor
properties based on their rolling pattern and possess remarkable thermo-mechanical
and electronic characteristics, along with dimensional flexibility. Since their discovery
by Iijima in 1991 [14], buckling and bending [15–17], vibrational [18–20], and elec-
tronic and optical properties [21–25] of CNTs have been extensively studied in both
theoretical and experimental aspects. Because of their unique hollow structure, CNTs
may be used for channeling and steering charged particles (e.g., ions [26] and elec-
trons [27]), akin to crystal channeling. Thus, CNTs offer several advantages over
natural crystals when it comes to channeling and steering charged particles, such as
wider channels in two dimensions and longer dechanneling lengths [28, 29], becoming
a robust alternative for TV/m acceleration due to their exceptional electronic proper-
ties, greater flexibility, and thermo-mechanical strength. Consequently, carbon
nanostructures (CNTs or even graphene layers) are currently being studied for wake-
field acceleration [30–34].

Wakefields in CNTs can arise due to the collective oscillation of the free electron
gas confined to the surfaces of the nanotubes, which is triggered by the driving bunch.
Therefore, the CNT surface can be understood as a plasma composed of free carbon
ions and free electrons, whose dynamics is highly susceptible to external electromag-
netic fields. In particular, this collective oscillation of electrons is called plasmons
because of their similarities with plasmas. On the one hand, plasmons can be theoret-
ically studied by solving the Maxwell’s equations in a medium characterized by the
electric permittivity. In this sense, several models have been employed, for example, a
dielectric theory [35], kinetic models [36, 37], and hydrodynamic models [38–40]. On
the other hand, plasmon excitations can also be described by particle simulations,
which take into account the motion of the particles. In this context, particle-in-cell
(PIC) codes have emerged as a potent instrument to simulate these excitations,
although with some limitations [41].

The motivation of the present work is to compare the excited wakefields predicted
by the linearized hydrodynamic model [31] with PIC simulations performed with
Fourier-Bessel PIC (FBPIC), analyzing the commonalities and discrepancies between
both approximations.

This chapter is organized as follows. Section 2 describes the capabilities and limita-
tions of PIC codes, mentioning different recent studies of carbon nanostructures that
have been made using such simulations. Section 3 reviews the linearized hydrodynamic,
providing general expressions for the longitudinal wakefield excited by the interaction
of a charged particle that is traveling paraxially along a CNT. In Section 4, we describe
the hollow plasma channel that we consider for modeling the plasmonic excitations in a
CNT. Then, we compare the results obtained from the simulations with the hydrody-
namic model in Section 5, discussing the similarities and limitations in Section 6. Finally,
a summary of the main findings of this study is presented in Section 7.
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2. PIC codes

PIC simulations are primarily designed for modeling the behavior of plasmas, where
the focus is on the self-consistent dynamics of charged particles and electromagnetic
fields. In PIC simulations, the medium is usually modeled as a free electron gas and a
neutralizing ionic background. However, most modern PIC codes now incorporate
some form of ionization model, such as the Ammosov-Delone-Krainov (ADK) model
[42], which allows for the simulation of ionizable atoms. This addition enables a more
dynamic and realistic representation of the medium, particularly in scenarios where
ionization processes are significant, such as in high-intensity laser-plasma interactions
[43]. In these simulations, the electrons are initially randomly distributed according to
the density. Then, in each temporal step, the electromagnetic fields (calculated by
solving the Maxwell’s equations) are used to update the position of each electron,
solving the Newton-Lorentz equation. It is worth mentioning that the movement of the
electrons produces a local current density, which will affect the electromagnetic fields
calculated using Maxwell’s equations in the next temporal step. Thus, PIC codes are
capable of obtaining the position of each electron as a function of time. PIC simulations
can be very time consuming, and for this reason, macroparticles (representing many
electrons or positive ions) are normally used. As far as we know, traditional PIC
methods are not well-suited for incorporating solid-state effects, such as interactions
with the lattice or inter-band transitions, and others are normally neglected due to very
time consuming, such as collisions [41]. Nevertheless, PIC codes are especially effective
for solving problems that are extremely rapid (� sub-fs) and occur at small scales (�
nm) with a large assembly of charged particles. Consequently, they can be used to study
the interaction of laser and beams with plasmas in the context of ultra-high-gradient
particle acceleration and plasmon excitation.

Several PIC codes, for example, EPOCH, FBPIC, OSIRIS, PIConGPU, SLIPs,
Smilei, and WarpX, have been used in the last decade to simulate laser wakefield
acceleration (LWFA) and plasma wakefield acceleration (PWFA) in carbon
nanostructures. In the following subsections, we will briefly review these codes and
some recent studies conducted using them.

2.1 EPOCH

EPOCH [44] is an open-source PIC code capable to simulate laser-plasma interac-
tions. As with many PIC codes, EPOCH utilizes a staggered Yee grid to resolve the
fields and employs a Boris-type pusher [45, 46] to simulate the particle dynamics.
Zhang et al. [47] performed two-dimensional simulations with EPOCH, showing that
a laser propagating inside a nanotube can excite gradients in the order of TV/cm and
the emission of high-energy photons in the order of 10–100 MeV. Furthermore,
Sangwan et al. [48] studied the interaction of a 10 PW laser incident on a fully ionized
planar target of carbon. It was shown that carbon ions can be accelerated to energies
�GeV for a target thickness � 120 nm, demonstrating that this setup can be used to
obtain C6þ ions for hadrontherapy treatments.

2.2 FBPIC

Fourier-Bessel PIC (FBPIC) [49] is a code whose solver uses 2D radial grids to
calculate azimuthal modes within cylindrical hollow plasma channels. Consequently,

3

Plasmonic Excitations in Carbon Nanotubes: PIC Simulations vs Hydrodynamic Model
DOI: http://dx.doi.org/10.5772/intechopen.1006820



this code allows us to reduce the high computational cost in geometries with cylindri-
cal symmetry compared to 3D PIC codes.

FBPIC has been used to simulate CNTs and bundles of CNTs, modeled as hollow
cylindrical channels composed of a pre-ionized cold plasma of two species (electrons
and carbon ions). In particular, Bonatto et al. [30] have studied the wakefields excited
by an external beam traveling along carbon nanostructures, obtaining their depen-
dence on the tube aperture and the wall thickness.

2.3 OSIRIS

OSIRIS [50] is a massively parallel and fully relativistic open-source PIC code for
modeling plasma-based accelerators. The PIC algorithm can take into account ioniza-
tion, classical radiation damping, and quantum electrodynamics (QED) effects. Fur-
thermore, this code implements different geometries (1D, 2D, and 3D) and quasi-3D
with azimuthal expansion for cylindrical problems. The OSIRIS code has been
employed to study ion acceleration in the radiation pressure regime with 100 TW
ultrashort (< 50 fs) pulse lasers interacting with nanometer-scale carbon targets [51].

2.4 PIConGPU

PIConGPU [52] is a computational code designed for laser-plasma simulations that
permits the free movement of both electrons and carbon ions. This code is capable to
enhance performance proportionally with the number of graphics cards provided.
Additionally, it offers a comprehensive array of technical functionalities, including
the initialization of macroparticles, various ionization processes, and field-solving
techniques, among others. Sharma and Kamperidis [53] used the PIConGPU code to
study the interaction of ultrashort, ultra-intense (2 PW, 20 fs) laser pulses with near-
critical-density partially ionized plasmas (hydrogen and carbon species), demonstrat-
ing the creation of high-energy monochromatic proton micro-bunches of high quality.
More recently, Bontoiu et al. [34] have utilized this code to simulate electron laser-
driven acceleration in ionized graphene layers, revealing a new collective and self-
injection mechanism (which was called catapult acceleration) based on edge plasma
oscillations where gradients of several TV/m can be obtained.

2.5 SLIPs

The spin-resolved laser interaction with plasma simulation code (SLIPs) is capable
of performing spin-resolved quantum electrodynamic PIC simulations in laser-matter
interactions [54, 55]. In particular, its Monte-Carlo algorithm implements nonlinear
Compton scattering and the nonlinear Breit-Wheeler process in the local constant
field approximation, vacuum birefringence processes, spin dynamics, and high-
energy bremsstrahlung.

Dou et al. [56] have recently employed the SLIPs code to investigate the dynamics
of positrons in a novel polarized positron acceleration method that combines transi-
tion radiation along with electrostatic fields to attain ultra-high gradients. In this
method, an ultrarelativistic high-density electron beam traverses any aperture of
multi-layer microhole array carbon films, ionizing the film around the aperture that
induces a plasma return current. Then, this current produces a net charge accumula-
tion on the film surface, which excites transverse and longitudinal electrostatic fields
within and behind the hole that can be utilized to accelerate witness particles.
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2.6 Smilei

Smilei [57] is an open-source, highly parallel code that includes additional modules to
take into account field ionization and collisions in plasmas. Heppe and Kumar [58] have
employed Smilei to demonstrate that laser energy can be efficiently converted into high-
energy, brilliant photon beams (� 300 MeV, ≳1020 s�1mm�2mrad�2 0:1%BWð Þ�1)
in carbon plasmas. In 2024, on the one hand, Azamoum et al. [59] have shown that
nanometer-thin diamond-like carbon foils may experience a transition from solid to
plasma during the laser rising edge employing one-dimensional Smilei simulations;
and, on the other hand, Pan et al. [60] have demonstrated that electrons can be
accelerated through direct laser acceleration in a near-critical density plasma channel
composed of carbon nanotube foams.

2.7 WarpX

WarpX is probably the most complete PIC code available today, as it includes the
main capabilities of other codes, while also offering dynamic load balancing for CPUs
and GPUs, as well as groundbreaking mesh refinement capabilities [61]. Maffini et al.
[62] have employed WarpX to study laser-driven particle acceleration in a completely
ionized homogeneous carbon foam attached to a completely ionized aluminum foil
with a 0.05-μm-thick ionized hydrogen layer added on the rear surface of the sub-
strate to simulate contaminants. They demonstrated that MeV protons could be used
to conduct particle-induced X-ray emission with comparable performances to con-
ventional sources.

3. Linearized hydrodynamic model

In this work, the excitations caused by a single-charged particle Q on the surface of
a CNT are modeled using the linearized hydrodynamic model [31, 40]. This approach
conceptualizes a single-walled CNT as a cylinder that is both infinitesimally thin and
infinitely long, with a radius a. The delocalized electrons of carbon ions form a two-
dimensional Fermi gas (i.e., a free electron gas) initially uniformly distributed (with
the surface density n0) over the CNT surface. Thus, the scenario under consideration
involves a point charge moving at a uniform velocity v along the axis of the CNT (the
z-axis), as illustrated in Figure 1. The position of the driver charge over time t is
represented in cylindrical coordinates as r0 tð Þ ¼ r0,φ0, vtð Þ if we assume that it does
not lose energy because of the interaction with the surrounding medium. As a result,
the electron gas experiences a perturbation, which is characterized by a velocity field
u ra, tð Þ and a surface density n ra, tð Þ ¼ n0 þ n1 ra, tð Þ, where n1 ra, tð Þ is the perturbed
density per unit area. Here, ra ¼ a,φ, zð Þ specifies the cylindrical coordinates of the
CNT surface. In this theory, it is assumed that the electron gas motion is restricted to
the CNT surface (i.e., the radial component of u is zero), and both quantities u and n1
are considered to be small perturbations. In the study of wakefield dynamics, it is
acceptable to overlook the movement of ions because their motion occurs on a time
scale that is significantly slower than the motion of electrons [63, 64]. This is due to
the fact that carbon ions have a much larger mass than electrons, resulting in a
significantly slower response time.
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In this model, the electronic excitations on the CNT wall are characterized by (i)
the continuity equation

∂n1 ra, tð Þ
∂t

þ n0∇∥ � u ra, tð Þ ¼ 0, (1)

(ii) the Poisson’s equation

∇2Φ r, tð Þ ¼ 1
ε0

en1 ra, tð Þδ r� að Þ � Qδ r� r0ð Þ½ �, (2)

and (iii) the momentum-balance equation

∂u ra, tð Þ
∂t

¼ e
me

∇∥Φ ra, tð Þ � α

n0
∇∥n1 r, tð Þ þ β

n0
∇∥ ∇2

∥n1 ra, tð Þ
h i

� γu ra, tð Þ: (3)

where we have kept terms up to the first order in u ra, tð Þ and n1 ra, tð Þ. In the
previous equations, Φ is the electric scalar potential, e is the elementary charge, me is
the electron mass, ε0 is the vacuum electric permittivity, δ is the Dirac-delta function,
∇ ¼ r̂ ∂

∂r þ φ̂ 1
r

∂

∂φ þ ẑ ∂

∂z is the nabla operator in cylindrical coordinates, and ∇∥ ¼
φ̂ 1

a
∂

∂φ þ ẑ ∂

∂z only differentiates tangentially to the tube surface. Eq. (3) illustrates the
sum of four different elements. The initial term on the right-hand side denotes the
force acting upon electrons at the nanotube’s surface due to the tangential component
of the electric field. The second term accounts for the possible interaction with acous-
tic modes, establishing the parameter α ¼ v2F=2 with vF ¼ ℏ 2πn0ð Þ1=2=me (ℏ is the
reduced Planck constant), representing the Fermi velocity in the 2D electron gas. The
third term introduces a quantum correction, which details the single-electron excita-

tions within the electron gas, defining the parameter β ¼ 1
4

ℏ
me

� �2
. The final term

describes a damping force acting on electrons due to their scattering with the ionic-
lattice background, denoted by the frictional parameter γ.

The electric potential satisfies the boundary conditions: (i) It vanishes at r ! ∞
and (ii) is finite at the origin r ¼ 0. Thus, the electric potential can be expanded
employing a Fourier-Bessel expansion, that is, using the modified Bessel functions
Im xð Þ and Km xð Þ of integer order m. We will denote the total electric potential inside
the nanotube (r< a) as Φin and the total electric potential outside the nanotube (r> a)
as Φout. The electric potential inside the nanotube can be expressed as Φin ¼ Φ0 þΦind

Figure 1.
(a) Schematic of a charge Q moving parallel to the z-axis inside a tube. (b) Schematic of the hexagonal lattice of a
CNT.
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with the Coulomb potential Φ0 generated by the driving charge and the induced
potential Φind produced by the perturbation of the electron fluid on the CNT surface.
The Fourier-Bessel expansion of these magnitudes at a general point r ¼ r,φ, zð Þ is
given by:

Φ0 r, tð Þ ¼ 1
4πε0

Q
r� r0k k ¼ Q

4π2ε0

Xþ∞

m¼�∞

ðþ∞

�∞
dk

eikζþim φ�φ0ð ÞIm jkjrminð ÞKm jkjrmaxð Þ,
(4)

Φind r, tð Þ ¼ Q
4π2ε0

Xþ∞

m¼�∞

ðþ∞

�∞
dkeikζþim φ�φ0ð ÞIm jkjr0ð ÞIm jkjrð ÞAm kð Þ, (5)

Φout r, tð Þ ¼ Q
4π2ε0

Xþ∞

m¼�∞

ðþ∞

�∞
dkeikζþim φ�φ0ð ÞIm jkjr0ð ÞKm jkjrð ÞBm kð Þ, (6)

where k is the wavenumber, ζ ¼ z� vt is a comoving coordinate and
rmin ¼ min r, r0ð Þ, rmax ¼ max r, r0ð Þ. Imposing the boundary conditions: (i) continuity
of the electric potential at the nanotube surface

Φin ra, tð Þ ¼ Φout ra, tð Þ, (7)

and (ii) discontinuity of the radial component of the electric field due to perturbed
density n1 of the electron fluid

∂Φout r, tð Þ
∂r

����
r¼a

� ∂Φin r, tð Þ
∂r

����
r¼a

¼ en1 ra, tð Þ
ε0

, (8)

the coefficients Am kð Þ and Bm kð Þ can be easily calculated, obtaining

Am kð Þ ¼ Ω2
pa

2 k2 þm2=a2
� �

K2
m jkjað Þ

kv kvþ iγð Þ � ω2
m kð Þ , (9)

Bm kð Þ ¼ kv kvþ iγð Þ � α k2 þm2=a2
� �� β k2 þm2=a2

� �2
kv kvþ iγð Þ � ω2

m kð Þ , (10)

where Ωp ¼
ffiffiffiffiffiffiffiffiffi
e2n0
ε0mea

q
is the two-dimensional plasma frequency and ωm kð Þ the dis-

persion relations:

ω2
m kð Þ ¼ α k2 þm2

a2

� 	
þ β k2 þm2

a2

� 	2

þΩ2
pa

2 k2 þm2

a2

� 	
Km jkjað ÞIm jkjað Þ: (11)

The induced longitudinal electric wakefield inside the tube is given by

Wz,ind ¼ � ∂Φind

∂z
¼ Q

4π2ε0

Xþ∞

m¼�∞

ðþ∞

�∞
dkkeim φ�φ0ð ÞIm jkjr0ð ÞIm jkjrð Þ�

Re Am kð Þ½ � sin kζð Þ þ Im Am kð Þ½ � cos kζð Þ½ � ¼ Wz, Re þWz,Im,

(12)

which has been separated into two different terms which come from the real and
imaginary parts of Am kð Þ, respectively. To minimize computational time and avoid
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artificial numerical errors, a cutoff for large wavenumbers k has to be implemented in
the numerical integration. Nevertheless, when the frictional parameter is negligible
(γ ! 0þ), the term Wz,Im can be analytically integrated (see Appendix B of [31]),
obtaining

Wz,Im γ ! 0þð Þ ¼ �Q
2πε0

Xþ∞

m¼�∞
eim φ�φ0ð ÞkmIm kmr0ð ÞIm kmrð Þ

�Ω2
pa

2 k2m þm2

a2

� 	
K2

m kmað Þ ∂Zm

∂k

����
����
�1

k¼km

cos kmζð Þ,
(13)

where km are the positive roots of Zm kð Þ ¼ kvð Þ2 � ω2
m kð Þ. Furthermore, it is satis-

fied thatWz, Re≈Wz,Im [31]. Thus, the longitudinal wakefield can be approximated by:

Wz r, tð Þ≈�Q
πε0

Xþ∞

m¼�∞
eim φ�φ0ð ÞkmIm kmr0ð ÞIm kmrð Þ

�Ω2
pa

2 k2m þm2

a2

� 	
K2

m kmað Þ ∂Zm

∂k

����
����
�1

k¼km

cos kmζð Þ:
(14)

In particular, if the charged particle travels on the z-axis (i.e., r0 ¼ 0), Eq. (14) can
be simplified because the only non-vanishing mode is m ¼ 0:

Wz≈Wmax
z cos k0ζð Þ, (15)

Wmax
z ¼ � Q

πε0
k30I0 k0r0ð ÞI0 k0rð ÞΩ2

pa
2K2

0 k0að Þ ∂Z0

∂k

����
����
�1

k¼k0

: (16)

It is worth noting that Eq. (16) gives the amplitude of the excited longitudinal
wakefield.

4. PIC simulations

Carbon nanotubes can be modeled as hollow plasma tubes consisting of layers
filled with a uniformly distributed, pre-ionized cold plasma of carbon ions and elec-
trons. We will define a hollow plasma channel model with an inner radius rin and wall
thickness wt with a volumetric density nV ¼ 1028m�3 of free electrons within this
region, as shown in Figure 2. Because of the high computational cost of 3D PIC
simulations and the cylindrical symmetry of the geometry, the FBPIC code is chosen
to perform the simulations. We will consider a beam driver with a bi-Gaussian distri-
bution

nb ζ, rð Þ ¼ nbe
�ζ2= 2σ2ζð Þe�r2= 2σ2rð Þ, (17)

where nb ¼ Qb=eð Þ= 2πð Þ3=2σζσ2r
h i

is the peak beam density, Qb ¼ �44 fC is the

beam charge, and σζ and σr are the beam longitudinal and radial root mean square
(RMS) sizes, respectively. It is worth mentioning that, for the sake of comparison, we
choose σζ ¼ σr ¼ 3:33 nm≪ rin to ensure that the beam driver can be approximated by
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a point-like charge as in the hydrodynamic model. To minimize changes in the beam
distribution along the propagation, all PIC simulations utilized a high-energy beam of
1 GeV (Gaussian distribution, with a standard deviation of 0.005 GeV). The simula-
tion domain was longitudinally set to approximately �920 nm, accommodating
around 2 to 3 complete wakefield oscillations in the wake of the driver. The maximum
radius was defined as the sum of the internal radius (rin), wall thickness (wt), plus an
additional empty region of half of the plasma wavelength (0.5λp) to allow observa-
tions of potential oscillations on the external face of the CNT wall. The spatial resolu-
tion in z and r coordinates was set to 1/15th of σζ and σr, respectively, with a total of 20
particles per cell (8 along z, 8 along r, and 4 along the azimuthal angle θ).

5. Results

The main difference between the PIC simulations and the hydrodynamic model is
the definition of a 3D region with free electrons compared to the infinitesimally thin
cylindrical surface which is assumed in the hydrodynamic model. Consequently, to
compare the results obtained from the simulations and the hydrodynamic model
(Eq. (16)), we have to relate the volumetric and surface densities, that is, nV and n0.
Thus, we will assume that the number of free electrons within the cylindrical surface
of radius a ¼ rin is equal to the number of free electrons in the wall thickness wt. This
relation is given by the expression:

n0 ¼ nVwt

2rin
2rin þ wtð Þ: (18)

Figure 3 shows the amplitude of the longitudinal wakefield as a function of the
CNT radius a ¼ rin for different wall thicknesses. It can be observed that there is a
good qualitative agreement between the PIC simulations and the hydrodynamic
model.

However, the results obtained with the PIC simulations are lower than the
wakefields obtained with the hydrodynamic model for small values of the CNT radius,
in particular, for larger wall thicknesses. This behavior is produced because not all free
electrons of the wall thickness excite the wakefield effectively; that is, the electrons
that are closer to the inner radius have a stronger contribution than the external
electrons. For this reason, it seems more reasonable to consider an effective density or
an effective wall thickness. In the effective density approach, we consider that the
surface density of the linearized hydrodynamic model is given by

Figure 2.
(a) Scheme considered for PIC simulations: a bi-Gaussian beam driver with charge Qb moving along the z-axis
inside a hollow plasma channel with inner radius rin, wall thickness wt, and uniform volumetric density nV.
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n0 ¼ κ
nVwt

2rin
2rin þwtð Þ, (19)

which is Eq. (18), but introducing the parameter κ∈ 0, 1ð � to take into account the
effectiveness of the electrons. In the effective wall thickness approach, the surface
density is given by

n0 ¼ nVweff
t

2rin
2rin þweff

t

� �
, (20)

where the effective wall thickness weff
t ≤wt is introduced compared to Eq. (18).

Thus, Figures 4 and 5 depict the amplitude of the excited longitudinal wakefield
employing the effective density and effective wall thickness approaches, respectively,
using the numerical values collected in Table 1 and plotted in Figure 6. We can see a
better agreement between these approximations and the PIC simulations. As it is
intuitively expected, the parameter κ decreases as a function of the wall thickness,
while the effective wall thickness weff

t increases.

6. Discussion

The discrepancies observed between the hydrodynamic model and the PIC simu-
lations can be attributed to the distinctions in both approaches. In the hydrodynamic

Figure 3.
Amplitude of the longitudinal wakefield on the z-axis (excited by a driver traveling on the axis) as a function of
the CNT radius for different wall thicknesses. Solid lines indicate the linearized hydrodynamic model, and the
points display results from the PIC simulations. Error bars are estimated from the simulations for different
propagation times. The parameters used are: Q ¼ Qb ¼ �44 fC, nV ¼ 1028 m�3 and v ! c. The lengths are
expressed in units of the plasma wavelength λp ¼ 2πc=ωp, where ωp ¼ ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

e2nV= meε0ð Þp
is the plasma frequency.
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model, the driver is a point-like particle, with dynamics decoupled from the sur-
rounding medium. Once defined, its properties (charge, radial position, and longitu-
dinal velocity) remain unchanged. In contrast, in PIC simulations, the driver is
modeled as a bi-Gaussian beam consisting of a large number of particles distributed
within a finite volume. Moreover, since PIC simulations self-consistently resolve the

Figure 4.
Amplitude of the longitudinal wakefield on the z-axis (excited by a driver traveling on the axis) as a function of
the CNT radius for different wall thicknesses. Solid lines indicate the linearized hydrodynamic model using the
effective density approach with the values shown in Table 1, and the points display results from the PIC
simulations. Error bars are estimated from the simulations for different propagation times. We use the same
parameters as in Figure 3: Q ¼ Qb ¼ �44 fC, nV ¼ 1028 m�3 and v ! c.

Figure 5.
Amplitude of the longitudinal wakefield on the z-axis (excited by a driver traveling on the axis) as a function of
the CNT radius for different wall thicknesses. Solid lines indicate the linearized hydrodynamic model using the
effective wall thickness approach with the values shown in Table 1 and the points display results from the PIC
simulations. Error bars are estimated from the simulations for different propagation times. We use the same
parameters as in Figure 3: Q ¼ Qb ¼ �44 fC, nV ¼ 1028 m�3 and v ! c.
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dynamics of all charged particles, the driver and the surrounding medium are both
affected by mutual interactions and self-interactions.

For a proper comparison with the hydrodynamic model, the beam size in a PIC
simulation must be smaller than the tube aperture. This requires a higher spatial
resolution, which in turn increases the simulation time. Additionally, it results in a
high-density beam, making it susceptible to stronger space-charge effects. These
effects can alter the beam distribution and modify the properties of the driven
wakefields. For highly relativistic beams (v � c), the driver evolution along short
propagation distances is negligible. However, lower-energy beams are susceptible to
significant changes in their spatial distribution and velocity reduction due to energy
loss caused by interactions with their self-driven fields.

Hence, while PIC simulations with highly relativistic beams behave more similar to
the hydrodynamic model, the latter was developed within a nonrelativistic frame-
work. This discrepancy introduces additional challenges in establishing a direct com-
parison, but there are strategies to mitigate these issues. For example, one could
artificially increase the mass of the beam particles and eliminate the energy spread.

Another source of discrepancy arises from the absence of solid-state properties in
PIC simulations. These characteristics, modeled in the hydrodynamic model using

Wall thickness: wt Effective density approach: κ Effective wall thickness approach: weff
t

0:10λp 0.80 0:085λp

0:15λp 0.52 0:092λp

0:20λp 0.36 0:097λp

0:25λp 0.28 0:101λp

0:30λp 0.23 0:103λp

Table 1.
Summary of the numerical values of the parameters κ and weff

t employed in the effective density and effective wall
thickness approaches.

Figure 6.
Parameter κ (defined in Eq. (19)) and effective wall thickness weff

t as a function of the wall thickness wt.
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parameters α, β, and γ, describe the collective behavior of electrons within CNTs. In
CNTs, electron motion along the surface is facilitated, allowing for easier longitudinal
movement while remaining constrained. However, in PIC simulations, electrons can
move equally in any direction. This is because there are no mechanisms to specifically
constrain them to the CNT surface. Even if collisions or interactions are modeled
using algorithms like Monte-Carlo Collisions (MCC) or Fokker-Planck operators,
conventional PIC solvers cannot differentiate between radial and longitudinal move-
ments, nor do they restrict electron motion to the CNT surface. In contrast, the
hydrodynamic model incorporates these interactions and restrictions through the
friction parameter γ.

Furthermore, we are contrasting a three-dimensional region populated with free
electrons (initially a thick cylinder with inner radius rin and wall thickness wt) in the
PIC simulations against a two-dimensional cylindrical surface with radius a in the
hydrodynamic model. While the electrons and carbon ions that make up the carbon
nanotube are free to move in three dimensions in the simulations, in the hydrody-
namic model they are considered to be restricted to the surface.

Thus, taking into account the differences between both approaches, the agreement
between the results is satisfactory and consequently, the linearized hydrodynamic
model (with the effective approaches) becomes an interesting tool to estimate the
excited longitudinal wakefields in CNTs, avoiding time-consuming PIC simulations.

7. Conclusions and outlook

In this chapter, we have described the main characteristics and limitations of PIC
codes. Furthermore, we have reviewed some works that have analyzed the wakefield
excitation in carbon nanostructures with different PIC codes. Also, the wakefield
excited by a driving charge moving through a carbon nanotube has been determined
making use of the linearized hydrodynamic model and compared with PIC simula-
tions. The results demonstrate a relatively good agreement of the wakefield amplitude
when comparing the theoretical model with simulations. The quantitative agreement
is improved if we consider an effective density or an effective wall thickness to take
into account an average response of the electrons within the wall thickness in the PIC
simulations. We have also discussed the main similarities and differences between the
theoretical model and PIC simulations. Thus, it has been demonstrated that the
hydrodynamic model may offer a fast method for estimating the excited wakefield in
hollow plasmas with thin walls, becoming an alternative for bypassing the need for
time-consuming PIC simulations.
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EPOCH extendable particle-in-cell open collaboration
FBPIC Fourier-Bessel particle-in-cell
LWFA laser wakefield acceleration
MCC Monte Carlo Collisions
PIC particle-in-cell
PIConGPU particle-in-cell on graphics processing unit
PWFA plasma wakefield acceleration
QED quantum electrodynamics
RF radio frequency
RMS root mean square
SLIPs spin-resolved laser interaction with plasma simulation
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