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Abstract

This research examines how the structure of prompts impacts the perceived depth 
and accuracy of responses generated by generative Large Language Models (LLMs) 
in educational settings. It specifically investigates how prompt design influences 
students’ learning experiences. The study involved an experiment with 183 students 
enrolled in a mandatory Business Administration course at the Universitat Oberta de 
Catalunya (UOC). Data from the experiment were analyzed using both qualitative 
and quantitative methods. The results show that well-structured prompts signifi-
cantly improve students’ perception of the depth and accuracy of GenAI-generated 
responses, leading to a more effective learning process. This underscores the crucial 
role of prompt design in maximizing the educational effectiveness of GenAI. The 
findings suggest that thoughtful prompt design can enhance educational outcomes, 
although the study’s limited sample size and context-specific nature may restrict the 
generalizability of the results. This research contributes to the field by highlight-
ing the importance of prompt structure in harnessing GenAI tools for educational 
improvement.

Keywords: generative AI, GenAI, engineering prompts, large language model, 
LLMs, formative assessment, online higher education, prompt structure, educational 
environment, students’ perception, learning process

1. �Introduction

Artificial intelligence (AI) tools such as OpenAI’s ChatGPT, Google’s Gemini, 
and Microsoft’s CoPilot are changing how we perform everyday tasks, from writing 
emails to creating multimedia content. However, the use of AI in education presents 
new challenges and opportunities, necessitating a re-evaluation of the current 
educational model. This study aims two-fold: (1) pinpoint the elements of prompt 
structure that affect the quality of GenAI-generated responses, and (2) examine 
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how prompt structure relates to the perceived effectiveness of GenAI responses 
in improving the learning experience in educational environments. It is worth 
mentioning that the structure of prompts is crucial in determining the quality of 
AI-generated responses as it directly impacts the model’s ability to understand and 
respond appropriately. For instance, [1] study demonstrated that modifying the 
queries can enhance the performance of language models by 11.46%, indicating that 
prompt structure significantly affects response accuracy. In addition, [2] emphasized 
the effectiveness of ChatGPT in structured tasks, but also pointed out its limitations 
in more nuanced applications, underscoring the importance of prompt structure in 
optimizing AI performance.

On the one hand, specific elements of the prompt structure influence the 
quality of generated responses. Bozkurt [3] underlines the significance of prompt 
engineering as a form of digital literacy, vital for utilizing AI in education. Liu [4] 
research has identified crucial components in the generated responses, such as 
definitions and examples, which are essential for the accuracy and reliability of the 
information.

On the other hand, prompt engineering can greatly enhance the quality of 
educational applications [5]. For example, techniques like Chain-of-Thought and 
Ask-me-Anything have improved the quality of answers in mathematical problem-
solving [6]. However, despite these advancements, challenges still exist in effectively 
implementing and validating AI tools in educational settings. This includes the need 
for AI literacy and the development of prompt engineering skills [7, 8].

Significant progress has been made in understanding how the structure of a 
prompt influences the accuracy and quality of AI-generated responses in the edu-
cational context. However, there are still research gaps that need to be addressed. 
While current studies have covered general aspects of prompt engineering, further 
investigation is necessary to explore the specific elements of prompt structure that 
affect different types of AI-generated responses in various educational contexts [1, 
2]. Additionally, more research is needed to understand how these prompt engineer-
ing techniques can be effectively integrated into educational settings to improve the 
perception and effectiveness of AI in the learning process [5, 6]. Additionally, it is 
essential to explore the ethical implications and challenges associated with AI imple-
mentation in education, particularly in terms of ensuring accuracy and addressing 
bias [3, 7].

Alternative approaches exist, such as integrating frameworks like the CLEAR 
Framework (Concise, Logical, Explicit, Adaptive, and Reflective) to optimize interac-
tions with AI language models [9]. Other approaches include implementing active 
methodologies and providing digital literacy training for educators and students, 
which could offer additional solutions to improve the effectiveness of AI in education 
[10, 11].

This study investigates how prompt design can enhance the accuracy and depth of 
GenAI-generated responses in online educational settings and its impact on students’ 
learning processes. As a result, the research aims to answer the following questions:

1.	How does the structure of prompts affect the perceived accuracy of GenAI 
responses in an educational setting?

2.	What specific elements of prompt structure influence the quality of GenAI 
responses?
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3.	What is the relationship between the prompt’s structure and the AI’s perceived 
effectiveness in enhancing the learning process?

This research will be conducted through an empirical study and data analysis on 
the prompts created by students and their perceptions of the responses received from 
GenAI. To achieve this, a methodological approach will be used, including coding the 
prompts and analyzing student perception through statistical analysis of the resulting 
database.

The chapter is structured as follows. First, a literature review on using GenAI in 
higher education is conducted. Next, the methodology used to carry out the empiri-
cal study is explained. Then, the activity that takes place within the online course 
is described. Finally, the main results found in the experiment are presented and 
discussed, and the study concludes by identifying the limitations and future research 
areas.

2. �Literature review

The history of artificial intelligence can be traced back to 1854 when George 
Boole developed it. However, the term “artificial intelligence” was first coined by 
John McCarthy in 1956 during the Dartmouth Conference, which laid the founda-
tion for its development. Machine learning algorithms were advanced during the 
1980s and 1990s, allowing AI to learn and improve autonomously. In 1997, IBM’s 
DeepBlue computer defeated world chess champion Garri Kaspàrov, and iRobot 
launched Roomba, the first autonomous robot vacuum cleaner, which became a 
commercial success. The 2010s saw the development of deep neural networks, which 
enabled AI to perform complex tasks such as image recognition and natural language 
processing. As a result, virtual assistants such as Apple’s Siri, Microsoft’s Cortana, 
and Amazon’s Alexa were launched, and generative AI capable of creating content 
such as text, images, and music emerged. This opened up new creative possibilities, 
leading to the launch of ChatGPT and other applications that consolidated content 
creation globally by 2022.

A significant amount of research [12–18] highlights the potential of GenAI to 
enhance learning and teaching in various knowledge disciplines. However, despite the 
many perceived benefits of AI, its use in higher education requires an exploration of 
potential ethical challenges and reservations related to academic integrity. In recent 
years, the higher education sector has faced different challenges, primarily due to the 
COVID-19 pandemic. The most significant challenge for most universities has been 
adapting in-person teaching to remote teaching. This situation has led to a reconsid-
eration of how academic programs are delivered and the introduction of more flexible 
approaches to learning and teaching within universities.

Integrating generative AI1 in higher education is a challenge that questions uni-
versities’ traditional role in knowledge production and dissemination. According to 
[20], universities worldwide have varied responses to this technological advancement. 
Some institutions prohibit using generative AI tools due to concerns about academic 

1  Generative AI—“computational systems trained on large data sets to generate human-like responses or  
outputs” [19].



Massive Open Online Courses – Learning Frontiers and Novel Innovations

4

integrity and the potential hindrance of independent thinking and creativity among 
students and faculty. On the other hand, these tools can support the generation of 
ideas and enrich discussions in the context of teaching and learning.

According to [21], AI has several applications in various sectors, and some of these 
can also be replicated in the education sector. For instance, chatbots can provide 24/7 
assistance to students, optimization algorithms can offer personalized learning that 
adapts to each student’s needs, and automating administrative tasks can allow teach-
ers to focus more on teaching.

Although AI has many potential advantages, such as personalization of con-
tent, accessibility of information, and promoting more interactive education 
with immersive and compelling environments, it also poses risks. These include 
data protection and bias of AI algorithms [22], dehumanization of education, an 
increase in the digital divide between students with different access to advanced 
technologies, and excessive reliance on technologies that limit the development of 
cognitive and problem-solving skills [23]. AI is another technological revolution, 
like the appearance of the Internet. That is why we must live with it, learn from it, 
and transform our educational models by training students to use AI ethically and 
responsibly.

Interacting with LLMs, such as ChatGPT, Gemini, Copilot, etc., might seem easy 
initially, but it requires a certain level of digital skills and knowledge to use them 
effectively. Teaching students how to create clear and concise instructions for LLMs 
is crucial, as it is usually a trial-and-error process [24]. This is because the quality of 
the instructions directly affects the results’ quality. According to [25], a well-crafted 
prompt can lead to a precise, accurate, and relevant response from the LLMs, thereby 
maximizing its performance. Conversely, a poorly structured question can result in an 
ambiguous, incorrect, or irrelevant answer.

To make the most of the capabilities of LLMs, it is essential to master the art and 
science of formulating effective prompts, known as “prompt engineering”. This 
requires a combination of domain-specific knowledge, model understanding, and 
skills that can only be honed through experience and learning. By equipping students 
with these skills, they can use AI safely, ethically, and effectively, receive more 
accurate answers, understand the limitations of LLMs, and develop new knowledge 
and skills to adapt to an ever-changing environment.

3. �Methodology

This research is part of a qualitative study that explores the relationship between 
the effective use of prompts in generative AI and the quality and accuracy of the 
response obtained in a specific activity. The study also aims to determine if this 
approach positively impacts the participants’ learning process. More specifically, 
the research focuses on a debate activity that is part of a mandatory subject called 
“Information Systems” (IS) taught in Catalan and Spanish. The subject is offered 
as part of the curriculum for the Business Administration and Management (ADE) 
degree at the Universitat Oberta de Catalunya (UOC). This entirely online university 
follows an asynchronous educational model.

The study was conducted on 304 students enrolled in four Spanish and two 
Catalan classrooms. The Spanish classrooms had a maximum capacity of 55 students, 
while the Catalan classrooms had 43 students. Out of these 304 students, only 194 
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participated in the debate activity, where they were required to give feedback to one 
of their classmates with the help of an LLM. Further analysis revealed that only 182 
students had included the prompt used in their debate response and had reflected 
on the response given to them by the LLMs. These twelve values were discarded in 
the study. To ensure the confidentiality of the participants, all student data has been 
anonymized.

In each classroom, the students’ responses from a discussion exercise were manu-
ally coded into binary variables with the assistance of the generative AI ChatGPT 4.0. 
One instruction was generated to evaluate the effectiveness of prompts created by 
students within a debate activity, and a second instruction was used to evaluate the 
students’ perception of the responses generated by the LLMs. Both instructions can 
be found in an open repository [26].

Before proceeding to the quantitative analysis, the coding carried out by 
Generative AI is reviewed. It is worth noting that in some cases, the coding is not 
completely correct, and the study authors make manual modifications. Once the data 
was reviewed, a combination of quantitative and qualitative analysis was applied to 
confirm the experimental model.

Table 1 shows the descriptive analysis of the final sample of the present article:
The distribution of the categorical variables is shown in Figure 1a–c.

Figure 1. 
(a) Typology of LLMs used, (b) number of students per classroom and (c) sample by gender.

Variable Mean Median SD SE Kurtosis Skewness

ROLE 0.4250000 0 0.4964157 0.0453163 1.092072 0.3034330

OBJETIVES 1.0000000 1 0.0000000 0.0000000 NaN NaN

CONTEXT 1.0000000 1 0.0000000 0.0000000 NaN NaN

SPECIFIC 1.0000000 1 0.0000000 0.0000000 NaN NaN

VERACITY 1.0000000 1 0.0000000 0.0000000 NaN NaN

DEPTH 0.3000000 0 0.4601790 0.0420084 1.761905 0.8728716

LEARNING 0.7416667 1 0.4395535 0.0401256 2.219282 −1.1042112

AI_Mark 7.9333333 9 3.2866763 0.3000311 1.895030 −0.4784266

EFFECTIVENESS 3.4250000 3 0.4964157 0.0453163 1.092072 0.3034330

Table 1. 
Descriptive analysis of the study sample.
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4. �Experiment design

This project aims to explore using an LLM such as ChatGPT, Gemini, or Copilot 
as a support tool for students in the virtual classroom. The project proposes that 
students provide feedback on an initial intervention from one of their peers through 
the debate area. The UOC’s virtual platform, Canvas, assigns this intervention 
randomly.

As Figure 2 shows, the activity requires students to write a prompt in a generative 
AI that identifies the strengths and areas for improvement in the assigned answer, along 
with recommendations to improve the weaknesses. As part of the exercise, students 
are expected to verify the accuracy and depth of the AI-generated information vand 

Figure 2. 
Statement of the debate activity—Feedback on an Intervention.
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complement it with their own analysis and perspective. Finally, at the end of the 
activity, students are asked to evaluate the answer provided by the AI based on various 
qualitative variables such as reliability, quality, completeness, originality, creativity, and 
coherence.

After the debate activity was closed, the students’ responses were evaluated using 
a rubric (see Figure 3).

Figure 3 presents the two criteria used to evaluate the activity. The first criterion 
assesses the proper use of AI in the exercise and carries a weight of 5 points out of 
50 points. The second criterion evaluates the reasoning and reflection shown in the 
response provided by AI. It aims to assess the student’s development of critical and 
analytical thinking skills concerning the application of AI and carries a weight of 
20 points out of the total 50 points.

The students’ prompt design is also evaluated as part of the experiment. This 
evaluation aims to determine if the prompts are efficient and whether an efficient 
design impacts the perceived depth and veracity of the answer provided by the AI. It 
also seeks to understand whether an efficient prompt design has any relationship with 
students’ perception of the usefulness of AI in the learning process.

Therefore, it is crucial that the prompt follows a clear and concrete structure and 
includes the parts shown in Figure 4.

•	 Indicate the role or character the LLM must adopt in its response (e.g. acts as…);

•	 Specify the objective/purpose of the expected response;

•	 Add relevant information about the context and give examples to specify the 
answers;

•	 Be explicit in the instructions: the tone and style of the response, the target to 
whom it is directed, and expectations, among others.

Figure 3. 
Criteria that teachers evaluate on the part of the activity that involves the use of AI.

Figure 4. 
Parts that an efficient prompt must contain.
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A proposed model (Figure 5) examines the correlation between the structure of 
a prompt, the student’s perception of depth, the truthfulness of their answers to the 
LLMs (Learning Module Materials), and their learning progress.

The model’s hypotheses (Figure 5) aim to help us confirm three things: (1) the 
relationship between the structure of prompt and student’s perception of the answers 
obtained by the LLMs in terms of depth (H1) and veracity (H2); (2) the relationship 
between the structure of prompts (H3), students’ perception of depth (H4) and 
veracity (H5) of answers obtained by the LLMs, and the improvement of the student’s 
learning process. The hypotheses are detailed below:

•	 H1—An effective prompt structure contributes positively to the depth percep-
tion of the response obtained by the LLMs used.

•	 H2—An effective prompt structure contributes positively to the truthfulness 
perception of the response obtained by the LLMs used.

•	 H3—An effective prompt structure contributes positively to learning 
enhancement.

•	 H4—A student’s perception of depth contributes positively to learning 
improvement.

•	 H5—A student’s perception of truthfulness contributes positively to learning 
improvement.

5. �Results and discussion

The current analysis evaluates how various prompting styles impact the percep-
tion of depth, truthfulness, and learning improvement in LLM responses and how 
these factors differ among different groups of students. The statistical findings of 
the comparison between GLM and Random Forest models (Table 2) and ANOVA 
(Table 3) and the discussion of the results reinforced by qualitative data obtained in 
the classrooms are presented below.

A comparison of GLM and Random Forest models (Table 2) reveals similar 
accuracy at 77.78% and AUC of 0.82, indicating overall solid performance. However, 
differences exist in sensitivity and specificity:

•	 GLM: Higher specificity (86.67%), lower sensitivity (33.33%).

Figure 5. 
Experiment model.
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•	 Random Forest: Higher sensitivity (100%), lower specificity (73.33%).

Both models have strengths depending on the problem context. GLM is better 
at avoiding false positives, while Random Forest is more effective at identifying all 
positive cases.

Modelo Accuracy Sensitivity Specificity AUC

GLM 0.7777778 0.3333333 0.8666667 0.8222222

Random Forest 0.7777778 1.0000000 0.7333333 0.8222222

Table 2. 
Results of the GLM and Random Forest Models.

Variable Df Sum Sq Mean Sq F value Pr(>F)

Gender 1 0.0992029 0.0992029 0.8340435 0.3643806

Classroom 5 7.2374421 1.4474884 12.1696883 0.0000000

AI_Type 5 0.6257711 0.1251542 1.0522281 0.3947219

AI_Mark 9 1.5396431 0.1710715 1.4382749 0.1898325

ROLE 1 0.0744499 0.0744499 0.6259338 0.4316426

DEPTH 1 0.5695996 0.5695996 4.7888811 0.0321349

Gender:Classroom 5 0.7050956 0.1410191 1.1856114 0.3256066

Classroom:AI_Type 1 0.1380074 0.1380074 1.1602907 0.2852685

Residuals 67 7.9691215 0.1189421 NA NA

Table 3. 
ANOVA results.

Figure 6. 
ROC curves for GLM and Random Forest Models.
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Figure 6 shows that both models have the same AUC of 0.82, so they have similar 
performance in terms of their ability to discriminate between classes.

Additionally, a factor analysis is performed using an ANOVA to understand 
which factors and combinations of factors significantly affect the dependent 
variable (LEARNING) and which ones do not have a relevant effect in the study 
context.

Table 3 shows that Classroom and DEPTH are the only variables that have a 
significant effect on the dependent variable, with Classroom being highly significant 
(p < 0.001) and DEPTH also significant (p < 0.05). This indicates that differences 
between classrooms and depth have a significant impact on the dependent variable. 
The rest of the variables and their interactions show no significant effects, suggesting 
that they do not contribute significantly to the variability observed in the dependent 
variable. Based on the results of these ANOVA analyses, some hypotheses of the 
model are supported.

H1: The prompt’s effective structure contributes positively to students’ depth perception 
in LLM responses.

Hypothesis H1 has been confirmed. The ANOVA analysis indicates that the vari-
able DEPTH significantly affects LEARNING (p < 0.05). This suggests that depth 
perception influences learning improvement, as seen in Figure 7. Qualitative observa-
tions from different classrooms further support this finding. Comments such as “the 
response is solid, but could be improved with more specific details and concrete examples” 
or “the AI helps better to understand certain aspects, situations, or cases, and can be a 
good support to expand the basic information” and “the AI provides new perspectives that 
strengthen our initial argument, but we should not use it as the sole source” reinforce this 
hypothesis.

Specifically, Figure 7 shows significant differences in LEARNING variability 
between the two DEPTH levels. Although the medians are similar, the higher vari-
ability at the low DEPTH level could influence LEARNING differently than the high 
DEPTH level. This information is consistent with the ANOVA results that indicated 
that DEPTH has a significant effect on LEARNING.

Additionally, Figure 8 illustrates the significant impact of Classroom variables on 
learning (p < 0.001), indicating variations in learning outcomes across classrooms.

H2: The prompt’s effective structure contributes positively to the student’s perception of 
truthfulness in LLM responses.

Figure 7. 
Boxplot of LEARNING by DEPTH.
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The ANOVA results do not allow us to confirm hypothesis H2 due to the elimination 
of the VERACITY variable from the model because of collinearity. Additionally, the 
evaluation variable (AI_Mark), which could be indirectly related to perceived truthful-
ness, does not show a significant impact on the ANOVA results. Qualitative classroom 
observations note that “the veracity of the results may also be affected by the quality of 
the input data and the presence of inherent biases in the data”, suggesting that effective 
prompt structure and perceived veracity are linked. Qualitative student observa-
tions confirm hypothesis H2, indicating that effective prompt structure significantly 
influences the perceived veracity of responses generated by an LLM. Expressly, in one 
of the reflections, it is stated, “By using precise language and providing detailed prompts, 
it increases the chances of receiving accurate responses that match our needs”. The prompt’s 
precision, specificity, and clarity are determining factors for students to perceive 
the answers as truthful. Precisely, in another of the reflections, it is mentioned that 
“depending on the information you give to the AI and the questions you ask, it will guide 
us to some answers or others. Therefore, when formulating the questions, you must be very 

Figure 8. 
Interaction between LEARNING and DEPTH depending on Classroom.

Figure 9. 
Distribution of LEARNING by ROLE.
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thorough in providing us with the answers we need and following the conversation thread”, 
highlighting that the prompt’s quality and specificity affect the response’s quality. This 
implies that a well-structured prompt improves the perception of truthfulness.

H3: The prompt’s effective structure contributes positively to students’ learning 
improvement.

The analyses conducted through ANOVA do not support hypothesis H3, as the 
ROLE does not significantly affect LEARNING (see Figure 9). However, it is essential 
to note that interactions between ROLE and other variables such as Gender, AI_Type, 
and Classroom could be significant (refer to Figures 10–12). Figure 10 illustrates 
the variation in LEARNING across different classrooms and roles, indicating that 
the effectiveness of the prompt can differ significantly depending on the specific 
classroom and role. Figure 11 demonstrates the distribution of the ROLE variable 
across various AI types (AI_Type). Prompt effectiveness generally varies based on the 
type of AI and the assigned ROLE. Figure 12 depicts how prompt effectiveness varies 

Figure 10. 
Distribution of LEARNING by ROLE and Classroom.

Figure 11. 
Distribution of LEARNING by ROLE and AI_Type.
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by gender and assigned ROLE, highlighting notable differences in prompt effective-
ness between genders. Classroom reflections reinforce these findings, suggesting 
that the specificity and clarity of the role in the prompt may influence its perceived 
effectiveness. One classroom reflection mentioned, “AI is a very successful tool to help 
in summaries and generate texts based on very well-worked ideas or prompts, but it lacks 
reasoning skills”. This indicates that the role’s specificity and clarity in the prompt may 
influence the perception of its effectiveness.

The variables OBJECTIVES, CONTEXT, and SPECIFIC have been removed due to 
lack of variability and collinearity. However, classroom reflections suggest that a clear 
objective in the prompt is essential. It was mentioned that providing more informa-
tion to the AI can make the answer more concrete. Additionally, it was suggested 
that including more specific details and concrete examples can improve the response. 
Another reflection emphasized the importance of context provided in the prompt, 
stating that the quality of the AI response depends on the context provided by the 
user. Although the ANOVA results did not show variability in these variables, hypoth-
esis H3 can be confirmed as there is an importance of including a clear objective, 

Figure 12. 
Distribution of LEARNING by ROLE and Gender.

Figure 13. 
LEARNING vs. DEPTH scatter plot.
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contextualizing the information in the prompt, and specifying what is desired as a 
result of the question asked to the LLMs.

H4: Student’s perception of depth contributes positively to learning improvement.
The hypothesis H4 has been confirmed. The depth of AI responses significantly 

affects learning, implying that depth perception is essential in improving learning 
(see Figure 13). Qualitative student observations further support hypothesis H4, 
indicating that depth perception in AI responses significantly influences learning 
enhancement. For instance, one student’s reflection indicates that “AI contributes to 
reflecting on critical points by correctly identifying areas for improvement”, suggesting 
that the adequate depth and structure of the prompt are crucial for learning. Another 
noteworthy reflection mentions that “AI helps me to structure the points to comment, to 
identify key points and concepts, but it does not give me the whole answer. The improve-
ment is due to the ease of use, the structuring of texts, and the summary of concepts, which 
helps me improve in general”. While AI helps structure and summarize, real learning 
improvement stems from deeper reflection, partially facilitated by AI, aiding students 
in enhancing their understanding and learning.

H5: Student’s perception of truthfulness contributes positively to learning improvement.
The ANOVA results do not allow us to confirm hypothesis H5 because the variable 

VERACITY was eliminated from the model due to collinearity. However, the qualita-
tive evidence collected in the classrooms supports this hypothesis, indicating that 
students’ perception of veracity significantly influences their trust in AI responses 
and their use of AI to enhance their learning process. The evidence suggests that 
“Chat GPT 4.0 is a reliable and valuable resource for comparing proposals and facilitating 
continuous learning in academic settings if used correctly. The quality and reliability of 
AI responses are crucial for facilitating continuous learning”. Students also mentioned 
that while AI is useful for obtaining information, it should not be the sole source and 
should be validated with additional information before making decisions. This state-
ment highlights the importance of perceived veracity in AI responses for effective 
learning. With these arguments, we can partially confirm hypothesis H5.

The ANOVA model confirmed hypotheses H1 and H4, emphasizing the significance 
of prompt structure for depth perception and its influence on learning enhancement. 
However, due to the lack of data on VERACITY and other key variables (OBJECTIVE, 
CONTEXT, SPECIFIC, and EFFECTIVENESS), we could not fully evaluate hypotheses 
H2, H3, and H5. Nonetheless, the considerable variability between classrooms suggests 
the necessity to tailor prompts to specific contexts to maximize their effectiveness. 
While the ANOVA results did not support hypothesis H3, subgroup analysis revealed 
trends that were not apparent in the overall analysis. Specifically, interactions between 
ROLE and other variables such as Gender, AI_Type, and Classroom showed marked 
differences in prompt effectiveness between genders and how the ROLE variable is 
distributed across different types of AI (AI_Type) and classrooms. This analysis under-
scores the complexity of the factors influencing the perception and effectiveness of the 
responses generated by an LLM, emphasizing the importance of considering multiple 
variables and interactions to enhance educational outcomes.

6. �Conclusions

The study examined how the structure of prompts used in LLM models 
affects the perception of depth, accuracy, and effectiveness of the student’s 
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learning process. The results, obtained through both quantitative and qualitative analy-
ses, confirm several crucial hypotheses regarding the relationship between prompt 
structure and the perception and effectiveness of AI responses in the learning process.

The main findings of the study indicate that:

1.	A well-designed prompt structure contributes positively to the perception of 
depth and accuracy in LLM responses. This highlights the importance of care-
fully formulating questions to maximize the usefulness of LLM answers.

2.	The positive perception of the depth and accuracy of AI responses significantly 
improves the student’s learning process. This emphasizes the value of compre-
hensive and truthful responses, not only for user satisfaction but also for long-
term educational benefits.

3.	The effective structure of the prompt and students’ perceptions of accuracy and 
depth are interrelated, with each enhancing the influence of the other on the 
perception of the effectiveness of LLM responses.

The results of this study demonstrate the intricate relationship between prompt 
structure, response perception, and the learning process. By better understanding 
these dynamics, we can develop strategies to improve prompt design in educational 
contexts. This will allow us to obtain better responses generated by LLM, ensuring 
that both prompt effectiveness and students’ positive perception of learning are 
maximized.

However, it is essential to note that the partial significance of the statistical results 
found in the study has several limitations. Firstly, there was a lack of variability in 
responses regarding the efficient structure of the prompt and truthfulness of the LLM 
response, which limited the quantitative analysis and made the results dependent on 
qualitative data and subjective perceptions. Secondly, the specific use of LLMs for a 
particular activity means that the results cannot be generalized to all LLM application 
scenarios or educational disciplines. Finally, although the model was good, a larger 
sample size could help produce more reliable results.

Below is a set of proposed research ideas that aim to address the limitations 
observed in the study:

•	 Expand the database by including a larger and more diverse sample of responses 
to encompass a broader range of variability in perceived truthfulness and other 
evaluated metrics.

•	 Observe whether the type of generative AI used to carry out the activity impacts 
the confirmation of the hypotheses.

•	 Conduct experimental studies where the characteristics of the prompts are 
systematically manipulated to directly evaluate their impact on the quality and 
perception of AI responses.

•	 Extend the research to include different educational disciplines and types of 
questions to explore the applicability and effectiveness of LLMs in various educa-
tional contexts.
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